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Predicting failures in production environments allows service providers to activate countermeasures that prevent harming the users of the applications. The most successful approaches predict failures from error states that the current approaches identify from anomalies in time series of fixed sets of KPI values collected at runtime. They cannot handle time series of KPI sets with size that varies over time. Thus these approaches work with applications that run on statically configured sets of components and computational nodes, and do not scale up to the many popular cloud applications that exploit autoscaling.

This paper proposes Preface, a novel approach to predict failures in cloud applications that exploit autoscaling. Preface originally augments the neural-network-based failure predictors successfully exploited to predict failures in statically configured applications, with a Rectifier layer that handles KPI sets of highly variable size as the ones collected in cloud autoscaling applications, and reduces those KPIs to a set of rectified-KPIs of fixed size that can be fed to the neural-network predictor. The Preface Rectifier computes the rectified-KPIs as descriptive statistics of the original KPIs, for each logical component of the target application. The descriptive statistics shrink the highly variable sets of KPIs collected at different timestamps to a fixed set of values compatible with the input nodes of the neural-network failure predictor. The neural network can then reveal anomalies that correspond to error states, before they propagate to failures that harm the users of the applications. The experiments on both a commercial application and a widely used academic exemplar confirm that Preface can indeed predict many harmful failures early enough to activate proper countermeasures.
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1 INTRODUCTION

Failures in production are unavoidable due to both the combinatorial explosion of execution conditions that limits the effectiveness of testing on testbeds and the execution scenarios that emerge only in production [Gazzola et al. 2017]. Many failures stem from software bugs that corrupt the execution state, and propagate to disruptive failures, that is, system failures perceived by the users. Error states may remain hidden to the users for some time, and produce incrementally worse errors in the affected software components with minor external impacts on the overall functionality of the application, until they eventually manifest as disruptive failures. The interval between the time a bug starts producing error states and the time the application fails offers the opportunity to predict the incoming system failures from anomalies in the error states. Predicting the failures and locating the responsible components allows for activating timely actions to avoid the impact of the failures on systems in production.

In this paper we consider microservice-based distributed applications that exploit containerized-deployment platforms [KubernetesDocs2022 2022; Merkel 2014], which are increasingly popular for providers of distributed applications and online services. These platforms optimize the deployment of applications on pools of physical machines. For instance, Kubernetes [KubernetesDocs2022 2022] runs microservices in computational nodes called pods that it deploys at runtime by exploiting container-based technology. Kubernetes features autoscaling, meaning that it can dynamically take autonomous decisions on the set of computational resources allocated to the microservices at runtime [Merkel 2014]. It monitors the resources used by the microservices (CPU, disk and memory usage) at runtime, and dynamically replicates the microservices that experience high resource consumption, by instantiating those microservices on additional pods. Thus, a microservice can run on a pool of pods, according to the required resources. Similarly, Kubernetes downscales the resources allocated to those microservices that are experiencing low stress at given time points. Kubernetes offers some self-healing features: It replaces and reschedules containers when nodes die, and kills containers that do not respond to user-defined health checks [Haja et al. 2019]. These features can mitigate some failures, but they are blind on which components are truly going to cause system failures to occur and when.

The failure prediction techniques studied so far assume a static configuration of the computational resources, and cannot cope with autoscaling distributed applications. The problem of automatically predicting failures has been widely studied in the last two decades [Chung et al. 2008; Fulp et al. 2008]. The most recent results indicate that unsupervised machine learning based approaches can precisely predict failures in complex software systems, without requiring labeled data, often difficult to gather in production [Ahmad et al. 2017; Bontemps et al. 2016; Du et al. 2017; Fernandes Jr et al. 2016; Ibidunmoye et al. 2018; Monni et al. 2019]. The machine-learning approaches proposed so far rely on neural networks that process time series of sets of key performance indicators, KPIs, that is, values of metrics collected at the computational nodes that comprise the target application. They assume a constant set of KPIs monitored at regular time intervals. Such approaches cannot cope with dynamic configurations and autoscaling, where the set of KPIs varies according to the dynamic configuration, as in the case of the many systems developed with Kubernetes.

In this paper, we propose Preface, PRedicting Failures in AutosCaling distributEd Applications, an approach to predict failures in autoscaling distributed applications. Preface combines descriptive statistics with a deep neural network (autoencoder) to reveal anomalous KPI values that are
symptoms of incoming system failures, and ranks the microservices that are likely responsible for the failures. While state-of-the-art approaches work on time series of a constant number of KPIs, collected at regular timestamps, PÆRÆCE introduces an original preprocessing step, by exploiting descriptive statistics, to deal with time series of KPI sets with size that varies over time, as in autoscaling distributed applications. PÆRÆCE computes the descriptive statistics of the homologues KPIs of the pool of pods of each microservice, a step that we refer to as the RECTIFIER, thus reducing the varying KPI sets, to a constant set of descriptive statistics, which can be effectively handled with the autoencoder to identify anomalies.

We experimentally validated PÆRÆCE on two applications, ALEMIRA\(^1\) which is a commercial Learning Managing System developed in Constructor Tech\(^2\) and currently in use in several educational institutions, and TRAIN\(\text{TICKET}\)^3 which is a microservice applications widely used in research projects. Both ALEMIRA and TRAIN\(\text{TICKET}\) are microservice-based applications that take advantage of the autoscaling mechanisms of Kubernetes. The results that we report in Section 4 indicate that PÆRÆCE predicts failures in autoscaling distributed applications with an overall success rate between 41% and 99% in predicting error states and correctly locating the failing micro-service in the top-3 of the ranking. The results indicate a reaction time interval (that is, the interval between the first occurrence of a failure and the first correct localization of the failure) between 0 and 35 minutes, and an earliness interval (that is, the interval between the first correct localization of the failure and the disruptive failure of the system) between 13 and 102 minutes. The results that we discuss in Section 4 indicate that PÆRÆCE successfully predicts also multiple failures, that is simultaneous failures of different types in different services, and locates the corresponding faults.

Thus, PÆRÆCE predicts failures and locates the responsible microservices early enough to activate the self-healing mechanisms of Dockers and Kubernetes to prevent disruptive failures.

This paper contributes to the research in software engineering by both defining PÆRÆCE, the first approach to predict failures in autoscaling distributed applications, and presenting the results of a set of experiments on two applications deployed on Kubernetes. Our results are available in a replication package.\(^4\)

The paper is organized as follows. Section 2 recalls the concepts of containerized applications, and introduces the characteristics of Kubernetes that are relevant to the paper, in particular autoscaling, to make the paper self-contained. It also presents both ALEMIRA and TRAIN\(\text{TICKET}\), the applications that we use for our experiments and as running examples, and discusses the main challenges that derive from autoscaling distributed applications. Section 3 presents PÆRÆCE, the approach that we propose to predict failures in autoscaling applications, and shows how we can address the dynamic configurations of autoscaling distributed applications by using descriptive statistics. Section 4 presents the results of our experiments with PÆRÆCE on ALEMIRA and TRAIN\(\text{TICKET}\). Section 5 overviews the related work and discusses the original contributions of PÆRÆCE. Section 6 summarizes the core contribution of this paper, and indicates the research directions that the results presented in this paper open for future studies.

2 WORKING EXAMPLE AND PROBLEM STATEMENT

In this section, we briefly recall containerized applications and Kubernetes, the technology we refer to in our experiments, by focusing on the core aspects relevant for this paper. We introduce ALEMIRA and TRAIN\(\text{TICKET}\), the containerized applications that we use both in our experiments as running examples, and we discuss the main challenges that derive from autoscaling.

\(^1\)ALEMIRA Learning Management Systems LMS available at https://constructor.tech/products/learning/lms
\(^2\)https://constructor.tech/
\(^3\)https://github.com/ovkulkarni/train-ticket
\(^4\)Replication package available at https://doi.org/10.5281/zenodo.11160861
2.1 Containerized Applications with Kubernetes

Containerization optimizes the deployment of applications on pools of physical machines by dynamically allocating computational resources to microservices at runtime [Merkel 2014]. Kubernetes [KubernetesDocs2022 2022], runs microservices in computational nodes called pods that Kubernetes deploys with container-based technology. It monitors the resources used by the microservices (CPU, disk and memory usage) at runtime, and dynamically replicates the microservices that experience high resource consumption, by replicating the microservices on additional pods. Thus, a microservice runs on a pool of pods, according to the required resources. In this paper we use the terms autoscaling to refer to the horizontal autoscaling mechanism of Kubernetes that dynamically allocates and dismisses pods to microservices while they undergo high or low workload overtime. We use the term autoscaler to refer to the component of Kubernetes that implements this mechanism, consistently with the terminology of Kubernetes.

Kubernetes offers self-healing mechanisms that restart containers that fail, replace containers when nodes die, and kill containers that do not respond to health checks. In all cases, Kubernetes activates self-healing mechanisms after containers or nodes fail, and targets the actual failure, regardless of the root cause. The PREFACE approach that we introduce in this paper predicts failures and locates the microservices responsible for the failures before the failures occur, and thus both complements and is synergistic with the self-healing mechanisms of Kubernetes. On one side, PREFACE can activate the Kubernetes self-healing mechanisms before the occurrence of the failures, thus further reducing the impacts of errors on the users. On the other side, PREFACE predicts failures longly before disruptive failures, and can predict failures that are not in the scope of the current self-healing mechanisms of Kubernetes. Thus it can enable novel effective node- and pod-specific self-healing mechanisms, based on the information about the nodes or pods ultimately responsible for the failures.

2.2 Working Example

We experimented with ALEMIRA and TRAIN TICKET, two applications designed with a microservice-based architecture. Table 1 lists the main microservices that comprise ALEMIRA, and that are deployed on a pool of containers handled with the Kubernetes technology. The rabbitmq microservice and the redis container are represented after a separation line because they are the middleware of the ALEMIRA system. The rabbitmq microservice manages a FIFO buffer of the messages from the clients. The redis container offers an in-memory cache, by interfacing with a Redis server for frequently retrieved data. The other microservices offer the common services of a learning management system, as most names intuitively suggest. Figure 1 reports the microservice architecture of the TRAIN TICKET application that we use in our experiments.

<table>
<thead>
<tr>
<th>Table 1. Main services of ALEMIRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>author</td>
</tr>
<tr>
<td>author-react</td>
</tr>
<tr>
<td>fileapi</td>
</tr>
<tr>
<td>identity</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

In our experiments with ALEMIRA, we configured the Kubernetes autoscaler to allocate up to three pods for each microservice, with pods running on a pool of physical nodes ranging from two to eight nodes, under the control of the autoscaler itself. Thus, our ALEMIRA configurations can autoscale from a minimum of 18 pods (one pod for each service of Table 1) running on two nodes, to a maximum of 54 pods (three pods per service) running on eight nodes. In our experiments
with TrainTicket, we configured the Kubernetes autoscaler to allocate up to 30 pods for each microservice, with pods running on a pool of physical nodes ranging from 1 to 10 nodes. Thus, our TrainTicket configurations can autoscale from a minimum of 42 pods running on 1 node to a maximum of 1,260 pods running on 10 nodes. Besides, there are a total of 24 database containers that do not autoscale in the case of TrainTicket, which means they always have only 1 pod. However, while Kubernetes executes the autoscaler, some pods may remain for a while in pending state, but still alive, thus at runtime we may see much more running pods occasionally. As we report in Section 4, in our experiments the distribution of the number of total running pods varied between 29 and 49 pods per timestamp (after excluding the outlier values) over two weeks of execution of Alemira. The distribution of the number of total running pods varied between 83 and 86 pods per timestamp over two weeks of execution of TrainTicket.

Preface predicts failures and locates faults from error states that reflect in anomalous metrics. We collect Key Performance Indicators (KPI series), that is, series of values of metrics from the nodes, the pods and the cloud platform, by using commonly available runtime monitoring tools, namely, Prometheus\(^5\) (for Alemira only), Google Cloud Monitoring\(^6\) (GCM) and Locust\(^7\), for both Alemira and TrainTicket. Table 2 summarizes the types of KPI metrics that we collected from Alemira and TrainTicket, indicating how many metrics we collected for each type with the different tools, and at the level of pods, nodes or cloud platform. We report the detailed list of collected metrics in the replication package.

2.3 New Challenges from Autoscaling

The number of pods and nodes, and thus the number of KPIs that we monitor at each timestamp varies dynamically over time, due to the autoscaling mechanism. In our experiments the configurations vary dynamically from 18 pods running on two nodes, to 54 pods running on 8 nodes for Alemira, and from 42 pods on 1 node to 1,260 on 10 nodes for TrainTicket plus additional 24 pods for database containers. Consequently the KPIs to be collected at each timestamp can vary from 797 KPIs, namely, 40 KPIs $\times$ 18 pods $+$ 29 KPIs $\times$ 2 nodes $+$ 19 platform level KPIs (cfr. Table 2), to 2,411 KPIs, namely, 40 KPIs $\times$ 54 pods $+$ 29 KPIs $\times$ 8 nodes $+$ 19 platform level KPIs, across

---

\(^5\)https://prometheus.io
\(^6\)https://cloud.google.com/monitoring
\(^7\)https://locust.io
Table 2. Summary of metrics collected by type, monitoring tool and monitoring level

<table>
<thead>
<tr>
<th>Metric Type</th>
<th>Monitoring tool</th>
<th>Monitoring level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prometheus (Prometh.)</td>
<td>GCM</td>
</tr>
<tr>
<td>CPU</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Memory</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>Network</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Disk</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Process</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>Requests Statistics</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Response Time Statistics</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>System</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>45</td>
<td>26</td>
</tr>
</tbody>
</table>

Prometh. stands for Prometheus, A stand for Alemira, TT stands for TrainTicket. We use Prometheus only for Alemira.

different timestamps for Alemira. The KPIs to be collected from TrainTicket can vary from 3,178 to 59,512. Also in this case, we may observe some outlier values due to pods in pending status. As we report in Section 4, in our experiments the distribution of the number of KPIs collected per timestamp varied between 892 and 1,628 for Alemira and from 3,444 to 3,636 for TrainTicket (after excluding the outlier values) over two weeks of execution.

The high variability of KPIs collected at each timestamp challenges neural-network-based approaches, since neural networks are trained and executed with constant sets of values per timestamp, a value for each input node of the neural network.

A neural network approach to predict failures in autoscaling Kubernetes applications needs to (i) map a number of KPIs that vary overtime to a constant number of input nodes of the neural network, (ii) map the KPIs monitored on pods that Kubernetes dynamically allocates to different microservices to external nodes of the neural network, by taking into consideration that the KPIs of a pod may refer to different microservices overtime, and (iii) cope with a number of KPIs that dramatically changes over time, due to the autoscaling mechanisms.

3 THE PREFACE SOLUTION

We define Preface to address the main challenge of KPI sets that vary over time. We designed Preface by extending the common architecture of run-time fault localizers that combines a classifier and a localizer, by adding a Rectifier. The classifier identifies anomalous states. The localizer locates the faulty elements. The Rectifier reduces the input KPI sets of variable sizes into KPI sets of constant size, thus compatible with an autoencoder neural network that provides failure predictions in unsupervised fashion.

As shown in Figure 2, Preface combines three main components, the Rectifier, the Deep autoencoder, and the Localizer. The Rectifier reduces the set of variable size of KPIs collected from the application into a set of fixed size of KPIs, to suitable feed the Deep autoencoder with an input vector of fixed size. The Deep autoencoder [Goodfellow et al. 2016] is a deep neural network that takes the KPI vector as input, and scores the level of anomaly of both that set of KPIs as a whole and each KPI separately. As explained in further detail below, those anomaly scores are technically referred to as the reconstruction errors. The Deep autoencoder classifies states as either correct or anomalous, by comparing the reconstruction error of the reduced KPIs with a threshold that we tune at training time on an unlabeled dataset comprised of a set of observations of KPI vectors that we collect during normal (non-failing) execution. If the reconstruction error is below the non-failing-execution threshold, Preface does not generate any alarm, otherwise it
activates the output from the LOCALIZER, to signal an alarm with information on the likely source of the failure. PREFACE feeds the KPIs that the DEEP AUTOENCODER identified as anomalous to the LOCALIZER, along with the local reconstruction error of each anomalous KPI. The LOCALIZER tracks the anomalous KPIs to their corresponding microservices, and assigns the failure to the microservice that ranks as top according to the extent to which its corresponding anomalous KPIs contribute to the cumulative reconstruction error. PREFACE returns the failing microservice only when the overall reconstruction error signals an anomalous state.

Below we discuss in detail the main components of PREFACE: the RECTIFIER, the DEEP AUTOENCODER and the LOCALIZER.

The core component of PREFACE is the RECTIFIER (second box in the figure) that reduces the input KPI series (first box) into a constant KPI set to be sent to the DEEP AUTOENCODER (third box), to enable a neural-network-based approach to work with a variable set of monitored KPIs.

PREFACE processes time series of KPIs that it collects from the microservices that comprise the target application (ServA, ServB, ServC, in Figure 2). The monitors collect KPIs from all Kubernetes pods that are running an instance of each given microservice at each timestamp. For instance in the figure, podA1, ..., podAn indicate n pods that are running instances of ServA. For each pod and each considered KPI, PREFACE produces the time series of the KPI sampled at constant intervals, every minute in our experiments. In the figure, kpi.(1..k).A.stats are the statistics (stats ∈ {mean, quartiles, max, min, count}) of kpi.k for microservice ServA, based on the values of kpi.k that are monitored across all pods that are running ServA at a timestamp. For instance, with reference to the actual KPIs that we collected for ALEMIRA, used.bytes.Amean indicates the mean of the allocated memory (the KPI used.bytes) and can be computed with respect to all active pods of type ServA (podA+) that is running an instance of ServA. As discussed in the former section, the set of collected KPIs varies over time in both size and service-type, depending on the number of the pods that are running at the time of the sample, and which microservice is being instantiated in each pod.

The RECTIFIER reduces the variable sets of KPIs collected at each timestamp to a set of KPI values that has constant size at every timestamp, by computing summary statistics (mean, quartiles, max, min, and count) of the homologous KPIs from all pods that correspond to the same microservice. In the examples in Figure 2, kpi.k.A.stats are the statistics (stats ∈ {mean, quartiles, max, min, count}) of kpi.k for microservice ServA, based on the values of kpi.k that are monitored across all pods that are running ServA at a timestamp. For instance, with reference to the actual KPIs that we collected for ALEMIRA, used.bytes.Amean indicates the mean of the allocated memory (the KPI used.bytes) and can be computed with respect to all active pods of type ServA (podA+) at the considered timestamp: if microservice ServA is currently replicated in four pods, then the current sample from the monitoring facility includes the values used.bytes.A1, used.bytes.A2, used.bytes.A3 and used.bytes.A4, i.e., the
allocated memory for each of the four pods. Then, at that timestamp, the Rectifier yields the KPI value \( \text{used.bytes.Amean} = (\text{used.bytes.A1} + \text{used.bytes.A2} + \text{used.bytes.A3} + \text{used.bytes.A4})/4 \).

Since we monitor a fixed number of KPIs from each microservice, each KPI (for instance, \( \text{used.bytes.A} \)) is summarized with a fixed set of statistics (mean, quartiles, max, min, and count), and the application consists of a fixed number of microservices (even if there can be a variable number of pod service replicas), the Rectifier produces the same number of KPI statistics, namely, \(|\text{KPIs}| \times |\text{stats}| \times |\text{Microservices}|\) at all timestamps. In the visualization of Figure 2 the Rectifier yields as output a fixed set of rectified KPIs (rKPIs).

The Deep autoencoder identifies both anomalous states and anomalous rKPIs. As illustrated in Figure 2, a Deep autoencoder [Goodfellow et al. 2016] is a deep neural network with two contiguous sequences of layers (Encoder and Decoder) that mirror each other structure, share a common layer (Latent space), and transform an input set of \( n \) rKPIs (rKPI\(_i\)) into an output set of \( n \) rKPIs (rKPI\(_i\)). Namely, the Encoder and Decoder of the Preface Deep autoencoder are composed of three layers of sizes \( n, \frac{2}{3}, \frac{4}{9} \), respectively, and a Latent space of \( \frac{2}{9} \) nodes, being \( n \) is the number of rKPIs.

We train the Deep autoencoder on a set of observations of the rKPIs collected during normal (non-failing) execution. For example, in the experiments reported in Section 4, we collected observations of the rKPIs every minute for two weeks. During training, the Encoder learns how to encode the input data in incrementally condensed form, while the Decoder learns how to regenerate the input from the condensed information. The Deep autoencoder computes the reconstruction error as the difference between the input and output values. During training the neurons of the network learn functions that minimize the average reconstruction error on the training data. In production, the network returns small reconstruction errors for data similar to the training data in both absolute values and mutual correlations. It returns large reconstruction errors for data that significantly differ from the observations in the training phase (the Beyond threshold check in Figure 2). Namely, Preface identifies an anomalous state when the mean-squared reconstruction error of all rKPI is above the threshold of \( m_e + 3s_e \), where \( m_e \) and \( s_e \) are the mean and the standard deviation, respectively, of the mean-squared reconstruction errors observed during training. Similarly, for the anomalous states, Preface identifies the value of a specific rKPI\(_a\) as anomalous when the reconstruction error of rKPI\(_a\) is above the threshold of \( m_a + 3s_a \), where \( m_a \) and \( s_a \) are the mean and the standard deviation of reconstruction errors observed during training for rKPI\(_a\).

The Localizer scores the anomalous rKPIs by the contribution of their local reconstruction errors with respect to the overall reconstruction error, and their help in discriminating the anomalous states. For each anomalous rectified KPI, say rKPI\(_a\), it first computes the Z-score,

\[
  zscore = \frac{\text{reconstruction_error(rKPI}_a) - \text{training_threshold(rKPI}_a)}{\text{training_std_dev(rKPI}_a)}
\]

of the reconstruction error of rKPI\(_a\), to quantify the extent of the anomaly with respect to the typical variance (known from training) of that rKPI. Then, it further adjusts the score by computing to what extent the Z-score of rKPI\(_a\) differs with respect to the Z-score values observed for rKPI\(_a\) in the latest 20 consecutive timestamps for which Preface did not predict failures,

\[
  score_{\text{adjusted}} = \frac{zscore - \text{mean(zscore_latest_20_ok)}}{\text{std_dev(zscore_latest_20_ok)}}.
\]

This step acknowledges that some KPIs can sometimes experience some drifts of their values in production with respect to the observations made in the training phase, and produce anomalies that do not discriminate the anomalous states from the non-anomalous ones.

The Localizer aggregates the scores of the anomalous rKPIs that belong to the same microservices, and signals the top ranked microservices as failing microservices at each timestamp for which Preface predicted an anomalous state. As the rKPIs are aggregated statistics of the metrics from
Predicting Failures of Autoscaling Distributed Applications

different instances of the same microservice, the Preface’s Localizer is able to localize the failures at the microservice level, however it does not indicate the specific failing instance.

4 EXPERIMENTAL EVALUATION

In this section we discuss the experimental setting and the results of our experimental evaluation. In Section 4.1 we introduce the main research questions that drove our evaluation, present the relevant details of the Alemira and TrainTicket case studies, describe the workload generator, and outline the experimental plan. In Sections 4.2, 4.3, 4.4 and 4.5 we discuss our results and findings for our research questions. In Section 4.6 we discuss the main threats to the validity of the results presented in this paper.

4.1 Experimental Setting

4.1.1 Research Questions. Our experiments address four main research questions:

RQ1: What is the variation in the size of the KPI set that a failure prediction model shall handle, for distributed applications with dynamically-scaling deployment?

RQ2: Can Preface predict failures in distributed applications that take full advantage of Kubernetes autoscaling?

RQ3: Can Preface predict multiple failures that occur simultaneously in different components of distributed applications?

RQ4: Can Preface be effective also by using a threshold-based failure detector rather than the Deep autoencoder neural network?

RQ1 studies the extent of the problem that we address with the Preface approach, that is, the need of a failure-prediction approach that handles KPI sets of dynamically varying size. We investigate RQ1 by monitoring several days of execution of both Alemira and TrainTicket, and quantifying the variation in the number of running pods and KPIs collected over time.

RQ2 and RQ3 study the effectiveness of Preface, and assess the contribution of our approach in solving the failure-prediction problem for distributed applications with dynamically-scaling deployment. We answer RQ2 and RQ3 by training Preface on the data monitored against two weeks of execution of both Alemira and TrainTicket, further executing two applications with different types of failures injected in either different microservices (RQ2) or simultaneously in multiple microservices (RQ3), and quantifying the precision of Preface in predicting those failures.

RQ4 investigates the specific contribution of the Deep autoencoder neural network in Preface, by means of an ablation study. We reshape the design of Preface by replacing the Deep autoencoder with a no-neural-network anomaly detector, which directly exploits the dynamics of the rKPIs, rather than referring to the reconstruction errors. Then we compare the effectiveness of Preface with respect to this baseline. The no-neural-network anomaly detector calculates a threshold for each rKPI computed by the Preface Rectifier, by referring to the training data. It detects the anomalous rKPIs at runtime, as the rKPIs with value greater than the corresponding threshold. The threshold for each rKPI is computed as $m + 3s$, where $m$ is the mean and $s$ is the standard deviation of the normalized value of the rKPI in the training data, which is consistent with the approach of the Preface Deep autoencoder that detects anomalies at runtime when the reconstruction error exceeds the threshold of $m_e + 3s_e$, with respect to the mean and the standard deviation of the reconstruction errors observed during training. The no-neural-network anomaly detector identifies anomalous states when the average value of the normalized rKPIs exceeds the threshold of the average value observed in the training data, and then feeds the Localizer by scoring the anomalous rKPIs by their corresponding extra-threshold deltas.
4.1.2 Metrics. We evaluate the ability of PREFACE to predict failures in terms of localization rate and timing, with a set of experiments, in which we execute both ALEMIRA and TRAINTICKET with failures injected at selected microservices. We compute the localization rate with respect to the error interval, that is, the interval between the timestamp when we inject the failure and the early timestamp of a disruptive failure. We identify a disruptive failure in terms of response time and HTTP failure rate, following the common perception of Kubernetes users. We compute the response time as the aggregated 95th percentile of the response time of all the requests in a minute, and the HTTP failure rate as the average rate of HTTP failures of all requests within a minute. We performed the Mann-Whitney U rank test [Mann and Whitney 1947] on the faulty dataset and normal dataset to confidently reject the null hypothesis that there is no difference between two datasets in terms request response time and HTTP failures. We also compute the corresponding Vargha-Delaney $A^\{12\}$ effect size between the two datasets to investigate the significance of differences. We identify a disruptive service at the timestamps at which the difference of the request response time and HTTP failure rate between the normal dataset and the faulty dataset is statistically significant.

We collected the following metrics:

- **Strong localization rate:** We compute the **strong localization rate** as the portion of timestamps at which PREFACE correctly predicts a failure and correctly locates the microservice where we injected the failure, by referring to the error interval.
- **Weak localization rate:** We compute the **weak localization rate** as the portion of timestamps at which PREFACE correctly predicts a failure, and locates either the failing microservice as second or third in the ranking obtained from PREFACE’s LOCALIZER or a proxy-microservice of the failing microservice in the top position of the ranking. A proxy-microservice of the failing microservice is a microservice that is directly related to the failing microservice in the architecture, and thus offers a good approximation of the localization of the failing service, by referring to the error interval.
- **Overall localization rate:** We define the **overall localization rate** as the union of strong and weak localizations, which quantifies the true positives yielded by PREFACE.
- **False alarm rate:** We compute the **false alarm rate** in terms of false-prediction and false-localization alarms. The false-prediction alarms are the timestamps that PREFACE wrongly identifies as anomalous states during normal execution, that is, at timestamps that occur before the failure injection. The false-localization alarms are the timestamps that correspond to states that PREFACE correctly identified as anomalous albeit without locating the failure, that is, it locates the failure in a microservice that is neither the failing one nor an immediate proxy of the failing one, in the error interval.
- **Reaction interval:** We compute the **reaction interval** as the number of timestamps between the fault injection and the first correct localization (either strong or weak).
- **Earliness interval:** We compute the **earliness interval** as the number of timestamps between the first correct localization and the disruptive failure. The earliness intervals quantify the usefulness of PREFACE, in terms of the time interval for activating a healing action before a system failure.

4.1.3 Experimental setup. We experimented PREFACE for predicting failures on instances of both ALEMIRA and TRAINTICKET deployed on a Google Cloud Kubernetes cluster equipped with Google Cloud Monitoring. We collected the metrics from the load generators that we used for both ALEMIRA and TRAINTICKET from LOCUST. We collected additional metrics for ALEMIRA only with Prometheus that we deployed on the cluster where ALEMIRA runs, by automatically scraping for metrics from the monitored application.
Table 3. Alemira and TrainTicket configuration details

<table>
<thead>
<tr>
<th></th>
<th>CPU and mem. per pod</th>
<th>CPU and mem. threshold</th>
<th>pods per microservice</th>
<th>node autoscaling</th>
<th>node config.</th>
<th>initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alemira</td>
<td>1 CPU, 500 MB</td>
<td>80%</td>
<td>1–3</td>
<td>2–8</td>
<td>6 CPU 10 GB mem. 100 GB disk</td>
<td>1 pod per service, 3 nodes</td>
</tr>
<tr>
<td>TrainTicket</td>
<td>1 CPU, 100 MB–2 GB</td>
<td>80%</td>
<td>1–30</td>
<td>1–10</td>
<td>4 CPU 10 GB mem. 100 GB disk</td>
<td>1 pod per service, 3 nodes</td>
</tr>
</tbody>
</table>

We collected metrics at a time granularity of a minute, in the form of time series, by aggregating the values of the metrics within a specific minute via a Python script. We collected the KPIs that we discuss in Section 2 and report in details in the replication package.

We used the Google Kubernetes Engine (GKE) service as a platform to create and manage a Docker-based environment for building a Kubernetes cluster to deploy both the Alemira and the TrainTicket microservices. GKE is an industry-scale service that implements complete Kubernetes API with horizontal pod and node autoscaling. Table 3 summarizes the parameters of the Alemira and TrainTicket setups.

4.1.4 Workload Generator. We implemented two workload generators, one for Alemira and one for TrainTicket, respectively. Alemira is a relatively new product, and we still have limited data about the usage. We designed the workload generator based on data of the usage of iCorsi, a learning management system widely used in many academic institutions in Switzerland. We refer to the data collected from 2017 to 2022 of the usage of over thousand courses offered to tens of thousands users in iCorsi. We designed the workload generator for TrainTicket, by referring to the publicly available statistics of the Swiss railway system. We generated workload according to profiles illustrated in Figure 3. We implemented the workload generators in Python with Locust. The generators periodically send API calls to some microservices and wait for the responses. Both Alemira and TrainTicket offer hundreds of APIs.

We selected the 64 Alemira APIs that correspond to the mostly used services according to the data from iCorsi, and that are offered in both iCorsi and Alemira, to generate realistic workload conditions. There are three main types of users of Alemira, students, instructors and administrators. We characterize each type of user with a set of tasks, each composed of a sequence of api calls. For example, students can authenticate, visit a course, upload an assignment, etc. A visit task calls the api get_user_permissions, get_user_roles, and get_user_objective_workflow_aggregates.

We selected the 117 TrainTicket APIs that correspond to the mostly used services according to the data from the statistics of the Swiss railway system, to generate realistic workload conditions. There are two main types of users of TrainTicket, passengers and sellers, and a total of nine profiles that correspond to different kinds of passengers and sellers. We characterize each type of user with a set of tasks, each composed of a sequence of API calls.

The traffic generators associate a weight to each task, according to the data from iCorsi and the Swiss railway system, respectively. At each step, the traffic generators select a task according to the weights. We repeatedly generated workloads to tune the parameters of the workload generator, and generate workloads consistent with the data of iCorsi and the Swiss railway system, respectively.

4.1.5 Experiment plan. We executed the case studies, Alemira and TrainTicket, both in normal conditions and with injected failures. We executed both case studies for two weeks in normal

---

8https://www.icorsi.ch
9https://locust.io/
The X-axis indicates the weekdays for two consecutive weeks. The Y-axis indicates the workload as number of users.

Fig. 3. Workload profiles for the Alemira and TrainTicket traffic generators

conditions, with the workloads that we present in Section 4.1.4 to collect data for training the Deep autoencoder. Based on the KPI data collected every minute for two weeks, the training of the Deep autoencoder required between 10 and 20 minutes in both case studies. We remark that the training of the Deep autoencoder has no impact at runtime, as it happens offline. In practical settings, the collection of the training data and the training of the Deep autoencoder can be repeated periodically to account for possible drifts in the behavior of the applications.

We executed both case studies with injected failures up to a disruption point, to study the effectiveness of Preface in predicting failures. We injected CPU stress, Memory stress and Network delay failures that correspond to the most common disruptive failures in Kubernetes. We executed the case studies with both single failures injected in a microservice, and two failures of different types injected in two distinct microservices. We injected the failures with Chaos Mesh with the default settings, a popular tool for injecting failures, commonly used in research and commercial studies, to reduce biases. We injected failures in five different services, userapi and redis of Alemira, train, station and basic of TrainTicket. We executed the microservice up to stable execution conditions that we kept for 30 minutes before injecting the failure. We then continue executing the microservice up to a disruptive state that we observed in all experiments at different time intervals.

https://chaos-mesh.org
The experiments with injected failures lasted between 44 and 139 minutes, including 30 minutes before the first injection. We then measured the false alarm rate of Preface in the intervals before the failure injections in the 15 experiments, for a total of 450 minutes. Executing Preface at runtime requires just few seconds for each prediction, which has negligible impact as we monitor the applications with sampling periods of one minute.

4.2 RQ1: Impact of Dynamic-Scaling Deployment

Our study grounds on the observation that state-of-the-art failure-prediction techniques cannot analyze distributed applications with dynamic-scaling deployment, like microservice-based applications on Kubernetes, because they cannot deal with sets of KPIs with sizes that dynamically vary over time. Our first research question investigates the relevance of this phenomenon to confirm the need of new approaches, e.g., an approach like Preface. We studied the extent of this variation in our case-study applications Alemira and TrainTicket. We analyzed both the number of KPIs that we monitored and the number of pods that were instantiated during two weeks of execution of both Alemira and TrainTicket with the traffic profiles described in Section 4.1.

Figures 4a and 4b plot the number of KPIs collected and pods instantiated during the two weeks of execution and the box plots of the corresponding summary statistics (mean, quartiles, minimum, and maximum), respectively, after excluding the outliers. As already commented in Section 2, the outliers arise because there can occasionally be pods with pending-status and KPIs collected from those pending-status pods.

In the figures we observe that the number of collected KPIs ranges between 892 and 1,628 for Alemira and between 3,444 and 3,636 for TrainTicket (boxplots at the right side of Figure 4a with outliers excluded) with continuous variations from low to high values and back (plot at the left side of the figure) across the two weeks of our experiment, due to the variation in the number of instantiated pods that ranges between 29 and 49 for Alemira and between 83 and 86 for TrainTicket (boxplots at the right side of Figure 4b with outliers excluded) with continuous variations (plot at the left side of the figure). The data confirm the need for a novel type of prediction model to cope with the high variability in the number of KPIs of this class of applications.

![Number of KPIs collected](image1.png)

![Number of pods instantiated](image2.png)

Fig. 4. Dynamic-scaling of resources while executing Alemira (orange) and TrainTicket (blue) for two weeks

4.3 RQ2: Effectiveness of Preface

Figure 5 shows the results of the experiments with Preface on both Alemira and TrainTicket. For each failure type, the figure shows a plot that reports five data lines. The bottom two lines correspond
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to experiments with failures injected in two different microservices of Alemira, userapi and redis. The top three lines correspond to experiments with failures injected in three different microservices of TrainTicket, train, basic, and station.

The x-axes indicate the timeline of each experiment in minutes. In each experiment, time 0 is an instant the system reached a stable state in normal execution conditions. We start the fault injector after 30 minutes of normal execution in a stable state (the vertical red line in the plots, labeled as failure injection). Then we monitor the failing execution (the time points after the red line) up to an observable disruptive failure (the red square at the end of the plots, labeled as disruption).

![Graphs showing CPU, Memory, and Network delay stress](image)

**Fig. 5.** Failure predictions with Preface on both Alemira and TrainTicket

Each plot includes five data rows represented as sequences of colored squares, one row for each experiment replica. The colors visualize the results of Preface at each timestamp:

- blue squares indicate strong localization, that is, failure predictions reported along with correct localization results;
- light blue squares indicate weak localization, that is, failure predictions in which the failing microservice is reported as second or third of the ranking or a proxy-microservice of the failing microservice in the top position of the ranking from the Localizer;
• pink squares indicate either false-prediction alarms before the injection or false-localization alarms after the injection, that is, states wrongly identified as anomalous during normal executions and failures wrongly located in non-anomalous nodes, respectively;
• yellow squares indicate the absence of prediction, which correspond to either true negatives before the start of the failure injection or false negatives after the injection.

In a nutshell, the more the yellow squares occur before the injection and the more blue and light blue squares occur after the injection, the better the precision of the predictions of Preface is.

Table 4 summarizes the data from the experiments for each failure type and each microservice in terms of reaction interval, earliness interval, strong localization rate, weak localization rate, and overall localization rate.

The plots and the table show that Preface successfully predicts all three types of failures, consistently across the experiments with different failing microservices. It suffered only a negligible number of false-prediction alarms during normal execution. We observe an average false-prediction alarm rate of 8% (percentage of pink over yellow squares before the failure injection across all the diagrams in Figure 5). The data indicate that Preface predicts the failures for the first time with a reaction time interval that ranges from 0 to 35 minutes after the injection, and at least 13 minutes before the disruptive failure (disruption in the plots). The percentages in column earliness interval indicate the percentage positions of the first localization in the intervals between the failure seeding and the disruptive failure. We see that Preface predicts the failure in the first ten percent of the time slots after the injection (values above 90% in most cases), and always in the first half of the interval (values above 50%). Overall the successful predictions range between 41% and 99% of the time points in the interval between the beginning of failure injection and the system failure.

In our experiments, Preface has higher precision in the experiments with CPU stress and Memory stress failures, in which the overall localization rate ranges between 72% and 99%, than in the experiments with Network delay failures, in which the overall localization rate is between 41% and 88%. The manual inspection of the data indicates that the network failures have less disruptive impacts on the functionality of the microservices, and can generally be tolerated better by the application, thus resulting in lower impact on the monitored KPIs than in the case of CPU stress and Memory stress failures. Nonetheless, Preface is able to predict those failures at least 13 minutes before the disruption point.

4.4 RQ3: Multiple failures
Figure 6 shows the results of the experiments with two failures of different types injected in distinct microservices in TrainTicket. The blue squares indicate that the localizer ranks first either of the two failing services (strong localization). The light blue squares indicate that the localizer ranks either second or third at least one of the two failing services, with a non failing service ranked first (weak localization). Yellow squares indicate absence of prediction (true positives before and false negatives after the injection). Pink squares indicate that no failing services is ranked in the top three positions in the presence of a localization (false positives).

Table 5 reports the reaction time, earliness and localization rate for the experiments described in Figure 6. The results are consistent with the results of failures injected in single microservices (Table 4): reaction time within 0-2 minutes (0-35 for single failing service), earliness within 12 and 64 minutes (13-102 for single failing service) with all predictions in the first ten percent of the interval (values greater than 90% in column earliness interval), overall localization rate within 40% and 96% (41%-99% for single failing service). The improved reaction time may reflect the stronger impact of multiple vs. single failing microservices. Overall, the experiments with failures of all
Table 4. Reaction time, earliness interval and localization rates

<table>
<thead>
<tr>
<th>Failure Type</th>
<th>Target Application</th>
<th>Failing Service</th>
<th>reaction interval (min)</th>
<th>earliness interval (min)</th>
<th>Strong Localization Rate</th>
<th>Weak Localization Rate</th>
<th>Overall Localization Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALEMIRA</td>
<td>userapi</td>
<td>8</td>
<td>91 (92%)</td>
<td>87%</td>
<td>5%</td>
<td>92%</td>
</tr>
<tr>
<td>CPU stress</td>
<td></td>
<td>redis</td>
<td>0</td>
<td>70 (100%)</td>
<td>93%</td>
<td>6%</td>
<td>99%</td>
</tr>
<tr>
<td></td>
<td>ALEMIRA</td>
<td>train</td>
<td>2</td>
<td>42 (96%)</td>
<td>7%</td>
<td>84%</td>
<td>91%</td>
</tr>
<tr>
<td></td>
<td>ALEMIRA</td>
<td>station</td>
<td>2</td>
<td>51 (96%)</td>
<td>93%</td>
<td>3%</td>
<td>96%</td>
</tr>
<tr>
<td></td>
<td>ALEMIRA</td>
<td>basic</td>
<td>6</td>
<td>102 (94%)</td>
<td>44%</td>
<td>49%</td>
<td>94%</td>
</tr>
<tr>
<td>Network delay</td>
<td>ALEMIRA</td>
<td>userapi</td>
<td>14</td>
<td>59 (80%)</td>
<td>70%</td>
<td>7%</td>
<td>77%</td>
</tr>
<tr>
<td></td>
<td>ALEMIRA</td>
<td>redis</td>
<td>4</td>
<td>66 (94%)</td>
<td>93%</td>
<td>1%</td>
<td>94%</td>
</tr>
<tr>
<td></td>
<td>ALEMIRA</td>
<td>train</td>
<td>3</td>
<td>42 (93%)</td>
<td>69%</td>
<td>9%</td>
<td>78%</td>
</tr>
<tr>
<td></td>
<td>ALEMIRA</td>
<td>station</td>
<td>0</td>
<td>84 (100%)</td>
<td>33%</td>
<td>39%</td>
<td>72%</td>
</tr>
<tr>
<td></td>
<td>ALEMIRA</td>
<td>basic</td>
<td>1</td>
<td>59 (98%)</td>
<td>13%</td>
<td>84%</td>
<td>97%</td>
</tr>
<tr>
<td></td>
<td>TRAINTicket</td>
<td>train</td>
<td>4</td>
<td>23 (85%)</td>
<td>8%</td>
<td>33%</td>
<td>41%</td>
</tr>
<tr>
<td></td>
<td>TRAINTicket</td>
<td>station</td>
<td>0</td>
<td>24 (100%)</td>
<td>0%</td>
<td>88%</td>
<td>88%</td>
</tr>
<tr>
<td></td>
<td>TRAINTicket</td>
<td>basic</td>
<td>1</td>
<td>13 (93%)</td>
<td>0%</td>
<td>57%</td>
<td>57%</td>
</tr>
</tbody>
</table>

Fig. 6. Failure predictions with Preface on simultaneous failure injection in TrainTicket

Types injected pairwise in two different services indicate a consistent behavior of Preface in the multiple failures of different types occurring in different services.

4.5 RQ4: Contribution of the Deep Autoencoder

Table 6 compares the results of Preface (columns $P$ in the table) with the baseline (columns $B$) of the no-neural-network variant of Preface, by reporting the results of experiments with Alemira and TrainTicket. The columns False Alarm Rate indicate the portion of false-prediction alarms during normal execution, that is, before the failure injection. The columns Missed Alarm Rate, False Localization Rate and Overall Localization Rate indicate the precision during failing executions, that is, after failure injection, when an approach may incur a missed alarm (if it raises no alarm), a false localization (if it localizes the raised alarm in a non-faulty service) or a valid localization (if it provides a correct –weak or strong– localization). The values in column Overall Localization Rate/P are the values of Overall Localization Rate that we reported for Preface in the last column of Table 4.
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Table 5. Reaction time, earliness interval and localization rates for injections of multiple failures

<table>
<thead>
<tr>
<th>Injected Failures</th>
<th>reaction interval (min)</th>
<th>earliness interval (min)</th>
<th>Strong Localization Rate</th>
<th>Weak Localization Rate</th>
<th>Overall Localization Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU stress @station</td>
<td>2</td>
<td>47 (96%)</td>
<td>61%</td>
<td>33%</td>
<td>94%</td>
</tr>
<tr>
<td>Memory stress @train</td>
<td>2</td>
<td>64 (97%)</td>
<td>35%</td>
<td>5%</td>
<td>40%</td>
</tr>
<tr>
<td>CPU stress @train</td>
<td>0</td>
<td>24 (100%)</td>
<td>13%</td>
<td>83%</td>
<td>96%</td>
</tr>
<tr>
<td>Network delay @station</td>
<td>1</td>
<td>14 (93%)</td>
<td>87%</td>
<td>0%</td>
<td>87%</td>
</tr>
<tr>
<td>Memory stress @train</td>
<td>1</td>
<td>14 (93%)</td>
<td>20%</td>
<td>20%</td>
<td>40%</td>
</tr>
<tr>
<td>Network delay @station</td>
<td>0</td>
<td>12 (92%)</td>
<td>33%</td>
<td>33%</td>
<td>67%</td>
</tr>
</tbody>
</table>

Table 6. Comparison between Preface (P) and the no-neural-network Preface baseline (B)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>False Alarm Rate</th>
<th>Missed Alarm Rate</th>
<th>False Localization Rate</th>
<th>Overall Localization Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>P</td>
<td>B</td>
<td>P</td>
</tr>
<tr>
<td>CPU stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALEMIRA userapi</td>
<td>0%</td>
<td>0%</td>
<td>25%</td>
<td>8%</td>
</tr>
<tr>
<td>redis</td>
<td>3%</td>
<td>3%</td>
<td>1%</td>
<td>0%</td>
</tr>
<tr>
<td>TRAINTicket train</td>
<td>3%</td>
<td>3%</td>
<td>67%</td>
<td>4%</td>
</tr>
<tr>
<td>station</td>
<td>67%</td>
<td>23%</td>
<td>0%</td>
<td>4%</td>
</tr>
<tr>
<td>basic</td>
<td>50%</td>
<td>13%</td>
<td>3%</td>
<td>6%</td>
</tr>
<tr>
<td>Memory stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALEMIRA userapi</td>
<td>0%</td>
<td>3%</td>
<td>100%</td>
<td>23%</td>
</tr>
<tr>
<td>redis</td>
<td>0%</td>
<td>0%</td>
<td>23%</td>
<td>6%</td>
</tr>
<tr>
<td>TRAINTicket train</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>22%</td>
</tr>
<tr>
<td>station</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>16%</td>
</tr>
<tr>
<td>basic</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td>Network delay</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALEMIRA userapi</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
<td>37%</td>
</tr>
<tr>
<td>redis</td>
<td>0%</td>
<td>0%</td>
<td>94%</td>
<td>45%</td>
</tr>
<tr>
<td>TRAINTicket train</td>
<td>3%</td>
<td>13%</td>
<td>78%</td>
<td>56%</td>
</tr>
<tr>
<td>station</td>
<td>100%</td>
<td>27%</td>
<td>8%</td>
<td>8%</td>
</tr>
<tr>
<td>basic</td>
<td>100%</td>
<td>33%</td>
<td>0%</td>
<td>21%</td>
</tr>
</tbody>
</table>

The False Alarm Rate of Preface is lower or equal than the baseline in 13 out of 15 experiments. It’s slightly higher than the baseline only in two experiments, Memory-stress-ALEMIRA-userapi and Network-delay-TRAINTicket-train. The False Alarm Rate of the baseline is the worst possible (100%) in 5 out of 15 experiments, while the False Alarm Rate of Preface is consistently and acceptably low. The Overall Localization Rate of Preface is consistently better than the baseline, up to large extent, in most cases, and equal to only in three CPU stress experiments. The False Localization Rate of Preface is always lower than or comparable with the baseline. These results confirm the relevant role of the Deep Autoencoder in the Preface approach.

4.6 Threats to Validity

We experimented for several months with a prototype that we carefully designed, by relaying on the mature libraries available for some of the core functionalities, namely the autoencoder and the
monitoring infrastructure. We acknowledge that the limited experimental framework may threaten the validity of the results, despite our careful execution of the experiments. In this section, we identify the main threats to the validity of the results, and we discuss how we mitigated them.

**Threats to the external validity.** The main threat to the external validity of the results derives from experimenting with a single system and with a limited amount of failures injected in few services. We experimented with datasets collected from both a research-benchmark application, TrainTicket, and a commercial system, Alemira, currently in use in many institutions. We collected the data from our own installation of TrainTicket on Google Cloud Kubernetes and from an Alemira instance originally deployed by the developers for load and stress testing. We defined the workload profile for Alemira from the data monitored on a learning management system widely used in many academic institutions in Switzerland, and for TrainTicket by referring to the publicly available statistics of the Swiss railway system. We injected failures of the three types that occur more often in cloud systems, according to our industrial partners. We used a state-of-the-art injector commonly used in both academic and industrial experiments. The results are not statistically generalizable, but they offer a clear vision of the potentiality of Preface.

**Threats to the internal validity.** The main threat to the internal validity of the results derive from the reliability of the data collected during the experiments, the tools used to inject the failures, and the prototype implementation of Preface that we developed to analyze the data. We monitored the KPIs, collected the data and injected failures with standard tools commonly used in academic and commercial studies. We strongly relied on mature libraries to implement the core functionalities of the prototype implementation of Preface. We made the prototype implementation and the data available in a replication package for replicating the experiments.\textsuperscript{11}

5 **RELATED WORK**

In this section we overview the work on failure prediction and fault localization for distributed applications, and discuss the main research efforts related to detect anomalies with dynamically varying sets of KPIs.

Current approaches for predicting failures target applications deployed on statically-sized sets of resources, with combinations of rule-based, supervised, semi-supervised or unsupervised strategies. **Rule-based approaches** depend on detection rules manually defined by experts, by leveraging on their experience about the application-specific symptoms that characterize the failures [Chung et al. 2008]. The major limitation of these approaches is the low degree of automation. **Supervised approaches** characterize most popular techniques that automatically infer failure-detection models from data monitored at runtime. These approaches train machine-learning models based on data from both executions in which specific failures manifested, and executions without failures. Previous studies reported on using supervised classifiers for many types of failures, including performance failures and service level agreement violations [Bodik et al. 2010; Davis et al. 2017; Fadaei Tehrani and Safi-Esfahani 2017; Gao et al. 2020; Islam and Manivannan 2017; Malik et al. 2013; Nistor and Ravindranath 2014; Ozcelik and Yilmaz 2016; Sauvanaud et al. 2016; Sun et al. 2019]. Supervised approaches generally suffer from requiring large amounts of labeled failure data for training, which are hardly available in many practical application scenarios. **Semi-supervised approaches** exploit supervised models on top of synthetic data inferred with either semi-supervised, weakly supervised or unsupervised learning, to balance accuracy and required information [Fulp et al. 2008; Guan et al. 2012; Mariani et al. 2020; Tan et al. 2010, 2012]. Purely **unsupervised approaches** work without requiring labeled data, e.g., by deriving models that capture the characteristics of the

\textsuperscript{11}Replication package available at https://doi.org/10.5281/zenodo.11160861
executions without failures, and can thus discriminate the anomalous executions that significantly differ from those ones [Ahmad et al. 2017; Bontemps et al. 2016; Du et al. 2017; Fernandes Jr et al. 2016; Ibidunmoye et al. 2018; Monni et al. 2019]. Failure prediction approaches for distributed applications often aim also to localize the components responsible for the failures [Chung et al. 2008; Ibidunmoye et al. 2015; Magalhaes and Silva 2011; Mariani et al. 2018, 2020; Sambasivan et al. 2011; Tan et al. 2010]. Similarly to Preface, the recent Prevent approach of Denaro et al. [Denaro et al. 2022] uses an autoencoder to predict failures and locate faults. Differently from Preface, Prevent combines an autoencoder with Granger causality and page ranking to predict failures and locate faults in application executed on a statically configured set of computational resources. Thus, Prevent cannot deal with autoscaling distributed applications.

The approach discussed in this paper is itself unsupervised, and includes both a failure prediction and a failure localization step, but is unprecedented in addressing failure prediction for distributed applications with dynamically-scaling deployments.

To the best of our knowledge, there has been no work so far on predicting failures in distributed applications with dynamically-scaling deployments, as it is the case of Kubernetes. We exploit descriptive statistics [Nicholas 1990] to design the Rectifier for producing sets of the same size at all timestamps from sets of dynamically changing size. The most relevant alternative approaches to reconciling a varying set of KPIs with prediction models with fixed number of inputs (neural networks) can be devised by either preprocessing the KPIs with padding [Jadhav et al. 2019] or exploiting recurrent neural networks [Lipton et al. 2015; Mesnil et al. 2013].

The padding approach uses neural network models with as many inputs as the maximum number of KPIs, that is, the set of KPIs monitored on the largest configuration of computational units. The simple zero-padding approach sets the missing inputs to zeroes, at timestamps when the number of KPIs is less than the number of inputs [Albawi et al. 2017]. However, for our problem instance, zero-padding results in unrealistic values for the missing KPIs during downscaled executions. In our project, we considered the idea of combining padding with imputation methods [Jadhav et al. 2019], assigning the missing KPIs, e.g., due to unallocated computational units for a component, with synthetic values computed as functions of the KPIs from the currently allocated computational units. Other work combines padding with imputation methods [Jadhav et al. 2019] to generate the missing inputs with synthetic values computed as functions of some available KPIs. For example, the missing KPIs due to unallocated computational units for a given component could replicate the KPIs of computational units currently allocated to that component, thus using plausible values for those computation units.

To the best of our knowledge, no research effort so far has investigated the application of padding and imputation methods for instantiating failure prediction models in dynamically-scaling deployments of distributed applications. The effectiveness of padding depends on the percentage of missing values and the regularity of the distribution of values. In highly dynamic Kubernetes application, the largest configuration may be dramatically larger than many common configurations, thus resulting in large percentages of missing values at most timestamps. Our preliminary experiments with padding augmented with suitable imputation methods confirmed our concerns. This is why eventually we privileged a descriptive statistics approach over padding.

Recurrent neural networks have an internal memory that encodes the meaning of a sequence of input vectors [Lipton et al. 2015; Mesnil et al. 2013]. We could merge the KPIs of each computational unit into separate input vectors of fixed size, and handle the KPIs of multiple computational units allocated to a component as multiple vectors that the network handles in sequence. The computational cost of recurrent neural networks increases with the number of units, and may deserve specific care in the presence of large numbers of units, as in wide cloud applications. This is why
we privileged a descriptive statistics approach over recurrent neural networks that we plan to study next, taking advantage of the experience and excellent results of Preface.

6 CONCLUSIONS

In this paper we present the first approach that predicts failures and locates the failing component in autoscaling distributed applications, and discuss the results that we obtained on both a large commercial application, Alemira, and a widely used academic exemplar, TrainTicket.

Software fails in production due to both the impossibility of exhaustively sampling the ultra large execution space of large software systems and execution conditions that emerge only in production and are not available in testbeds. [Gazzola et al. 2017]. Very often, failures originate from bugs in the code that produce error states that propagate through the system execution up to disruptive effects that are perceived by the final users [Avizienis et al. 2004]. Early detecting error states before disruptive effects enables both manual and automatic healing, as the self-healing mechanisms that modern platforms currently activate only after disruptive failures [Haja et al. 2019].

Many approaches predict failures by analyzing time series of values of Key Performance Indicators, KPIs, that reflect error states. The most recent approaches use unsupervised machine learning, and specifically neural networks, to reveal anomalies in time series of KPI, and predict failures [Ahmad et al. 2017; Bontemps et al. 2016; Du et al. 2017; Fernandes Jr et al. 2016; Ibidunmoye et al. 2018; Monni et al. 2019]. The approaches based on neural networks feed the fixed set of input nodes of a neural network with a fixed number of KPI values monitored at each time sample. They can effectively predict failures in applications that run with statically configured computational resources, however, they cannot deal with the autoscaling mechanisms of containerized-deployment platforms [KubernetesDocs2022 2022; Merkel 2014].

This paper introduced Preface, an approach that predicts failures and locates the failing component by analyzing time series of KPIs with a number of KPIs that vary over time. Preface originally combines a deep neural network (autoencoder) with descriptive statistics and ranking. The descriptive statistics reduce KPI sets of variable size to the fixed number of input neurons of the autoencoder. The ranking aggregates the scores of the anomalies that belong to the same microservices, and signals the top ranked microservices as failing microservices to predict failures.

In the paper, we showed that the variation in number of both executing units and collected metrics can be very large and pervasively frequent for a Kubernetes-based application like our case studies. We discussed how Preface overcomes the limitations of current approaches to deal with the autoscaling mechanisms of containerized-deployment platforms, and we presented the results of a set of experiments that we executed on a commercial platform with workload obtained from profiles collected on a five years period, and common failures that we injected with a popular failure injector. The results presented in this paper confirm the suitability of the approach, and open new research directions toward effective approaches to improve the reliability of autoscaling distributed applications that run on containerized platforms.
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